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Abstract: Information bottleneck (IB) is a technique for extracting information in one random variable
X that is relevant for predicting another random variable Y. IB works by encoding X in a compressed
“bottleneck” random variable M from which Y can be accurately decoded. However, finding the
optimal bottleneck variable involves a difficult optimization problem, which until recently has been
considered for only two limited cases: discrete X and Y with small state spaces, and continuous X
and Y with a Gaussian joint distribution (in which case optimal encoding and decoding maps are
linear). We propose a method for performing IB on arbitrarily-distributed discrete and/or continuous
X and Y, while allowing for nonlinear encoding and decoding maps. Our approach relies on a novel
non-parametric upper bound for mutual information. We describe how to implement our method
using neural networks. We then show that it achieves better performance than the recently-proposed
“variational IB” method on several real-world datasets.
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1. Introduction

Imagine that one has two random variables, an “input” random variable X and an “output”
random variable Y, and that one wishes to use X to predict Y. In some situations, it is useful to extract
a compressed representation of X that is relevant for predicting Y. This problem is formally considered
by the information bottleneck (IB) method [1–3]. IB proposes to find a “bottleneck” variable M which
maximizes prediction, formulated in terms of the mutual information I(Y; M), given a constraint on
compression, formulated in terms of the mutual information I(X; M). Formally, this can be stated in
terms of the constrained optimization problem

arg max
M∈∆

I(Y; M) s.t. I(X; M) ≤ R , (1)

where ∆ is the set of random variables M that obey the Markov condition Y−X−M [4–6]. This Markov
condition states that M is conditionally independent of Y given X, and it guarantees that any
information that M has about Y is extracted from X. The maximal value of I(Y; M) for each possible
compression value R forms what is called the IB curve [1].

The following example illustrates how IB might be used. Suppose that a remote weather station
makes detailed recordings of meteorological data (X), which are then encoded and sent to a central
server (M) and used to predict weather conditions for the next day (Y). If the channel between the
weather station and server has low capacity, then the information transmitted from the weather station
to the server must be compressed. Minimizing the IB objective amounts to finding a compressed
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representation of meteorological data which can be transmitted across a low capacity channel (have
low I(X; M)) and used to optimally predict future weather (have high I(Y; M)). The IB curve specifies
the trade-off between channel capacity and accurate prediction.

Numerous applications of IB exist in domains such as clustering [7,8], coding theory and
quantization [9–12], speech and image recognition [13–17], and cognitive science [18]. Several recent
papers have also drawn connections between IB and supervised learning, in particular, classification
using neural networks [19,20]. In this context, X typically represents input vectors, Y the output
classes, and M the intermediate representations used by the network, such as the activity of hidden
layer(s) [21]. Existing research has considered whether intermediate representations that are optimal in
the IB sense (i.e., close to the IB curve) may be better in terms of generalization error [21–23], robustness
to adversarial inputs [24], detection of out-of-distribution data [25], or provide more “interesting” or
“useful” intermediate representations of inputs [26]. Other related research has investigated whether
stochastic gradient descent (SGD) training dynamics may drive hidden layer representations towards
IB optimality [27,28].

In practice, optimal bottleneck variables are usually not found by solving the constrained
optimization problem of Equation (1), but rather by finding M that maximize the so-called IB
Lagrangian [1,6,22],

LIB(M) := I(Y; M)− βI(X; M). (2)

LIB is the Lagrangian relaxation [29] of the constrained optimization problem of Equation (1), and β

is a Lagrange multiplier that enforces the constraint I(X; M) ≤ R. In practice, β ∈ [0, 1] serves as a
parameter that controls the trade-off between compression and prediction. As β → 1, IB will favor
maximal compression of X; for β = 1 (or any β ≥ 1) the optimal M will satisfy I(X; M) = I(Y; M) = 0.
As β→ 0, IB will favor prediction of Y; for β = 0 (or any β ≤ 0), there is no penalty on I(X; M) and
the optimal M will satisfy I(Y; M) = I(X; Y), the maximum possible. It is typically easier to optimize
LIB than Equation (1), since the latter involves a complicated non-linear constraint. For this reason,
optimizing LIB has become standard in the IB literature [1,6,19,20,22,24,30,31].

However, in recent work [32] we showed that whenever Y is a deterministic function of X (or
close to being one), optimizing LIB is not longer equivalent to optimizing Equation (1). In fact, when Y
is a deterministic function of X, the same M will optimize LIB for all values of β, meaning that the IB
curve cannot be explored by optimizing LIB while sweeping β. This is a serious issue in supervised
learning scenarios (as well as some other domains), where it is very common for the output Y to be a
deterministic function of the input X. Nonetheless, the IB curve can still be explored by optimizing the
following simple modification of the IB Lagrangian, which we called the squared-IB Lagrangian [32],

LsqIB(M) := I(Y; M)− βI(X; M)2 (3)

where β ≥ 0 is again a parameter that controls the trade-off between compression and prediction.
Unlike the case for LIB, there is always a one-to-one correspondence between M that optimize LsqIB

and solutions to Equation (1), regardless of the relationship between X and Y. In the language of
optimization theory, the squared-IB Lagrangian is a “scalarization” of the multi-objective problem
{min I(X; M), max I(Y; M)} [33]. Importantly, unlike LIB, there can be non-trivial optimizers of LsqIB

even for β ≥ 1; the relationship between β and corresponding solutions on the IB curve has been
analyzed in [34]. In that work, it was also shown that the objective function of Equation (3) is part of
a general family of objectives I(Y; M)− βF(I(X; M)), where F is any monotonically-increasing and
strictly convex function, all of which can be used to explore the IB curve.

Unfortunately, optimizing the IB Lagrangian and squared-IB Lagrangian remains a difficult
problem. First, both objectives are non-convex, so there is no guarantee that a global optimum can
be found. Second, finding even a local optimum requires evaluating the mutual information terms
I(X; M) and I(Y; M), which can involve intractable integrals. For this reason, until recently IB has
been mainly developed for two limited cases. The first case is where X and Y are discrete-valued and
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have a small number of possible outcomes [1]. There, one can explicitly represent the full encoding map
(the condition probability distribution of M given X) during optimization, and the relevant integrals
become tractable finite sums. The second case is when X and Y are continuous-valued and jointly
Gaussian. Here, the IB optimization problem can be solved analytically, and the resulting encoding
and decoding maps are linear [31].

In this work, we propose a method for performing IB in much more general settings, which
we call nonlinear information bottleneck, or nonlinear IB for short. Our method assumes that M is a
continuous-valued random variable, but X and Y can be either discrete-valued (possibly with many
states) or continuous-valued, and with any desired joint distribution. Furthermore, as suggested by
the term nonlinear IB, the encoding and decoding maps can be nonlinear.

To carry out nonlinear IB, we derive a lower bound on LIB (or, where appropriate, LsqIB) which
can be maximized using gradient-based methods. As we describe in the next section, our approach
makes use of the following techniques:

• We represent the distribution over X and Y using a finite number of data samples.
• We represent the encoding map p(m|x) and the decoding map p(y|m) as parameterized conditional

distributions.
• We use a variational lower bound for the prediction term I(Y; M), and non-parametric upper

bound for the compression term I(X; M), which we developed in earlier work [35].

Note that three recent papers have suggested other ways of optimizing the IB Lagrangian in
general settings [24,36,37]. These papers use variational upper bounds on the compression term
I(X; M), which is different from our non-parametric upper bound. A detailed comparison is provided
in Section 3. In that section, we also relate our approach to other work in machine learning.

In Section 4, we explain how to implement our approach using standard neural network techniques.
We demonstrate its performance on several real-world datasets, and compare it to the recently-proposed
variational IB method [24].

2. Proposed Approach

In the following, we use H(·) for Shannon entropy, I(·; ·) for mutual information [MI], DKL(·‖·)
for Kullback–Leibler [KL] divergence. All information-theoretic quantities are in units of bits, and all
logs are base-2. We use N (µ, Σ) to indicate the probability density function of a multivariate Gaussian
with mean µ and covariance matrix Σ. We use notation like EP(X)[ f (X)] =

∫
P(x) f (x) dx to indicate

expectations, where f (x) is some function and P(x) some probability distribution. We use δ(·, ·) for
the Kronecker delta.

Let the input random variable X and the output random variable Y be distributed according to
some joint distribution Q(x, y), with marginals indicated by Q(y) and Q(x). We assume that we are
provided with a “training dataset” D = {(x1, y1), . . . , (xN , yN)}, which contains N input–output pairs
sampled IID from Q(x, y). Let M indicate the bottleneck random variable, with outcomes in Rd. In the
derivations in this section, we assume that X and Y are continuous-valued, but our approach extends
immediately to the discrete case (with some integrals replaced by sums).

Let the conditional probability Pθ(m|x) indicate a parameterized encoding map from input X to the
bottleneck variable M, where θ is a vector of parameters. Given an encoding map, one can compute
the MI between X and M, Iθ(X; M), using the joint distribution Qθ(x, m) := Pθ(m|x)Q(x). Similarly,
one can compute the MI between Y and M, Iθ(Y; M), using the joint distribution

Qθ(y, m) :=
∫

Pθ(m|x)Q(x, y) dx . (4)

We now consider the IB Lagrangian, Equation (2), as a function of the encoding map parameters,

LIB(θ) := Iθ(Y; M)− βIθ(X; M) . (5)
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In this parametric setting, we seek parameter values that maximizeLIB(θ). Unfortunately, this optimization
problem is usually intractable due to the difficulty of computing the integrals in Equation (4) and in
the MI terms of Equation (5). Nonetheless, it is possible to carry out an approximate form of IB by
maximizing a tractable lower bound on LIB, which we now derive.

First, consider any conditional probability Pφ(y|m) of outputs given bottleneck variable, where φ

is a vector of parameters, which we call the (variational) decoding map. Given Pφ(y|m), the non-negativity
of KL divergence leads to the following variational lower bound on the first MI term in Equation (5),

Iθ(Y; M) = H(Q(Y))− H(Qθ(Y|M))

≥ H(Q(Y))− H(Qθ(Y|M))− DKL(Qθ(Y|M)‖Pφ(Y|M))

= H(Q(Y)) +EQθ(Y,M)

[
log Pφ(Y|M)

]
, (6)

where in the last line we’ve used the following identity,

−EQθ(Y,M)

[
log Pφ(Y|M)

]
= DKL(Qθ(Y|M)‖Pφ(Y|M)) + H(Qθ(Y|M)). (7)

Note that the inequality of Equation (6) holds for any choice of Pφ(y|m), and becomes an equality when
Pφ(y|m) is equal to the “optimal” decoding map Qθ(y|m) (as would be computed from Equation (4)).
Moreover, the bound becomes tighter as the KL divergence between Pφ(y|m) and Qθ(y|m) gets smaller.
Below, we will maximize the RHS of Equation (6) with respect to φ, thereby bringing Pφ(y|m) closer to
Qθ(y|m).

It remains to upper bound the Iθ(X; M) term in Equation (5). To proceed, we first approximate
the joint distribution of X and Y with the empirical distribution in the training dataset,

Q(x, y) ≈ 1
N ∑

i
δ(xi, x)δ(yi, y). (8)

We then assume that the encoding map is the sum of a deterministic function fθ(x) plus
Gaussian noise,

M = fθ(X) + Z, (9)

where (Z|X = x) ∼ N ( fθ(x), Σθ(x)). Note that the noise covariance Σθ(x) can depend both on the
parameters θ and the outcome of X (i.e., the noise can be heteroscedastic). Combining Equation (8)
and Equation (9) implies that the bottleneck variable M will be distributed as a mixture of N equally-
weighted Gaussian components, with component i having distribution N ( fθ(xi), Σθ(xi)). We can then
employ the following non-parametric upper bound on MI, which was derived in a recent paper [35]:

Iθ(X; M) ≤ Îθ(X; M) := − 1
N ∑

i
log

1
N ∑

j
e−DKL

[
N ( fθ(xi),Σθ(xi))

∥∥N ( fθ(xj),Σθ(xj))
]
. (10)

(Note that the published version of [35] contains some typos which are corrected in the latest arXiv
version at arxiv.org/abs/1706.02419.)

Equation (10) bounds the MI in terms of the pairwise KL divergences between the Gaussian
components of the mixture distribution of M. It is useful because the KL divergence between two
d-dimensional Gaussians has a closed-form expression,

DKL
[
N (µ′, Σ′)

∥∥N (µ, Σ)
]
=

1
2

[
ln

det Σ
det Σ′

+ (µ′ − µ)Σ−1(µ′ − µ) + tr(Σ−1Σ′)− d
]

. (11)

http://arxiv.org/abs/1706.02419
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Furthermore, in the special case when all components have the same covariance and can be grouped
into well-separated clusters, the upper bound of Equation (10) becomes tight [35]. As we will see below,
this special case is a commonly encountered solution to the optimization problem considered here.

Combining Equation (6) and Equation (10) provides the following tractable lower bound for the
IB Lagrangian,

LIB(θ) ≥ L̂IB(θ, φ) := EQθ(Y,M)

[
log Pφ(Y|M)

]
− β Îθ(X; M) (12)

where we dropped the additive constant H(Q(Y)) (which does not depend on the parameter values
and is therefore irrelevant for optimization). We refer to Equation (12) as the nonlinear IB objective.

As mentioned in the introduction, in cases where Y is a deterministic function of X (or close to
being one), it is no longer possible to explore the IB curve by optimizing the IB Lagrangian for different
values of β [19,32,34]. Nonetheless, it is always possible to explore the IB curve by instead optimizing
the squared-IB Lagrangian, Equation (3). The above derivations also lead to the following tractable
lower bound for the squared-IB Lagrangian,

LsqIB(θ) ≥ L̂sqIB(θ, φ) := EQθ(Y,M)

[
log Pφ(Y|M)

]
− β

[
Îθ(X; M)

]2. (13)

Note that maximizing the expectation term EQθ(Y,M)

[
log Pφ(Y|M)

]
is equivalent to minimizing

the usual cross-entropy loss in supervised learning. (Note that mean squared error, the typical loss
function used for training regression models, can also be interpreted as a cross-entropy term [38] (pp.
132–134).) From this point of view, Equation (12) and Equation (13) can be interpreted as adding an
information-theoretic regularization term to the regular objective of supervised learning.

For optimization purposes, the compression term Îθ(X; M) can be computed from data using
Equations (10) and (11), while the expectation term EQθ(Y,M)

[
log Pφ(Y|M)

]
can be estimated as

EQθ(Y,M)

[
log Pφ(Y|M)

]
≈ 1

N ∑i log Pφ(yi|mi), where mi indicates samples from Pθ(m|xi). Assuming
that fθ is differentiable with respect to θ and Pφ is differentiable with respect to φ, the optimal θ and
φ can be selected by using gradient-based methods to maximize Equation (12) or Equation (13), as
desired. In practice, this optimization will typically be done using stochastic gradient descent (SGD),
i.e., by computing the gradient using randomly sampled mini-batches rather than the whole training
dataset. In fact, mini-batching becomes necessary for large datasets, since evaluating Îθ(X; M) involves
O(n2) operations, where n is the number of data points in the batch used to compute the gradient,
which becomes prohibitively slow for very large n. At the same time, Îθ(X; M) is closely related
to kernel-density estimators [35], and it is known that the number of samples required for accurate
kernel-density estimates grows rapidly as dimensionality increases [39]. Thus, mini-batches should
not be too small when d (the dimensionality of the bottleneck variable) is large. In some cases, it
may be useful to estimate the gradient of EQθ(Y,M)

[
log Pφ(Y|M)

]
and the gradient of Îθ(X; M) using

mini-batches of different sizes. More implementation details are discussed below in Section 4.1.
Note that the approach described here is somewhat different (and simpler) than in previous

versions of this manuscript [40,41]. In previous versions, we represented the marginal distribution
Q(x) with a mixture of Gaussians, rather than with the empirical distribution in the training data.
However, we found that this increased complexity but was not necessary for good performance.
Furthermore, we previously focused only on optimizing a bound on the IB Lagrangian, Equation (12).
In subsequent work [32], we showed that the IB Lagrangian is inadequate for many supervised learning
scenarios, including some of those explored in Section 4.2, and that the squared-IB Lagrangian should
be used instead. In this work, we report performance when optimizing Equation (13), a bound on the
squared-IB Lagrangian.

3. Relation to Prior Work

In this section, we relate our proposed method to prior work in machine learning.
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3.1. Variational IB

Recently, there have been three other proposals for performing IB for continuous and possibly
non-Gaussian random variables using neural networks [24,36,37], the most popular of which is called
variational IB (VIB) [24]. As in our approach, these methods propose tractable lower bounds on the
LIB objective. They employ the same variational bound for the prediction MI term I(Y; M) as our
Equation (6). These methods differ from ours, however, in how they bound the compression term,
Iθ(X; M). In particular, they all use some form of the following variational upper bound,

Iθ(X; M) = DKL(Pθ(M|X)‖R(M))− DKL(Pθ(M)‖R(M)) ≤ DKL(Pθ(M|X)‖R(M)) , (14)

where R is some surrogate marginal distribution over the bottleneck variable M. Combining with
Equation (6) leads to the following variational lower bound for LIB,

LIB(M) ≥ EQθ(Y,M)

[
log Pφ(Y|M)

]
− βDKL(Pθ(M|X)‖R(M)) + const . (15)

The three aforementioned papers differ in how they define the surrogate marginal distribution R.
In [24], R is a standard multivariate normal distribution, N (0, I). In [36], R is a product of Student’s
t-distributions. The scale and shape parameters of each t-distribution are optimized during training,
in this way tightening the bound in Equation (14). In [37], two surrogate distributions are considered,
the improper log-uniform and the log-normal, with the appropriate choice depending on the particular
activation function (non-linearity) used in the neural network.

In addition, the encoding map Pθ(m|x) in [36] and [24] is a deterministic function plus Gaussian
noise, same as in Equation (9). In [37], the encoding map consists of a deterministic function with
multiplicative, rather than additive, noise.

These alternative methods have potential advantages and disadvantages compared to our
approach. On one hand, they are more computationally efficient: Our non-parametric estimator
of Îθ(X; M) requires O(n2) operations per mini-batch (where n is the size of the mini-batch), while the
variational bound of Equation (14) requires O(n) operations. On the other hand, our non-parametric
estimator is expected to give a better estimate of the true MI I(X; M) [35]. We provide a comparison
between our approach and variational IB [25] in Section 4.2.

3.2. Neural Networks and Kernel Density Entropy Estimates

A key component of our approach is using a differentiable upper bound on MI, Îθ(X; M).
As discussed in [35], this bound is related to non-parametric kernel-density estimators of MI. See [42–46]
for related work on using neural networks to optimize non-parametric estimates of information-theoretic
functions. This technique can also be related to kernel-based estimation of the likelihood of held-out
data for neural networks (e.g., [47]). In these later approaches, however, the likelihood of held-out data
is estimated only once, as a diagnostic measure once learning is complete. We instead propose to train
the network by directly incorporating our non-parametric estimator Îθ(X; M) in the objective function.

3.3. Auto-Encoders

Auto-encoders are unsupervised learning architectures that learn to reconstruct a copy of the
input X, while using some intermediate representations (such as a hidden layer in a neural network).
Auto-encoders have some conceptual relationships to IB, in that the intermediate representations are
sometimes restricted in terms of dimensionality, or with information-theoretic penalties on hidden
layer coding length [48,49]. Similar penalties have also been explored in a supervised learning scenario
in [50]. In that work, however, hidden layer states were treated as discrete-valued, limiting the
flexibility and information capacity of hidden representations.

More recently, denoising auto-encoders [51] have attracted attention. Denoising auto-encoders
constrain the amount of information passing from input to hidden layers by injecting noise into the
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hidden layer activity, similarly to our noisy mapping from the input to the bottleneck layer. Previous
work on auto-encoders has considered either penalizing hidden layer coding length or injecting noise
into the map, rather than combing the two as we do here. Moreover, denoising auto-encoders do not
have a notion of an “optimal” noise level, since less noise will always improve prediction error on the
training data. Thus, they cannot directly adapt the noise level (as done in our method).

Finally, variational auto-encoders [52] [VAEs] are recently-proposed architectures which learn
generative models from unsupervised data (i.e., after training, they can be used to generate new
samples that resemble training data). Interestingly, the objective optimized in VAE training, called
“ELBO”, contains both a prediction term and a compression term and can be seen as a special case of
the variational IB objective [24,37,53,54]. In principle, it may be fruitful to replace the compression
term in the ELBO with our MI estimator Îθ(X; M). Given our reported performance below, this may
result in better compression, though it might also complicate sampling from the latent variable space.
We leave this line of research for future work.

4. Experiments

In this section, we first explain how to implement nonlinear IB using neural network techniques.
We then evaluate its on several datasets, and compare it to the variational IB (VIB) method. We
demonstrate that, compared to VIB, nonlinear IB achieves better performance and uncovers different
kinds of representations.

4.1. Implementation

Any implementation of nonlinear IB requires a way to compute the encoding map Pθ(m|x) and
decoding map Pφ(y|m), as well as a way to choose the parameters of these maps so as to maximize the
nonlinear IB objective. Here we explain how this can be done using standard neural network methods.

The encoding map Pθ(m|x), Equation (9), is implemented in the following way: First, several
neural network layers with parameters θ implement the (possibly nonlinear) deterministic function
fθ(x). The output of these layers is then added to zero-centered Gaussian noise with covariance Σθ(x),
which becomes the state of the bottleneck layer. This is typically done via the “reparameterization
trick” [52], in which samples of Gaussian noise are passed through several deterministic layers (whose
parameters are also indicated by θ) and then added to fθ(x). Note that due to the presence of noise,
the neural network is stochastic: even with parameters held constant, different states of the bottleneck
layer are sampled during different NN evaluations. This stochasticity guarantees that the mutual
information I(X; M) is finite [26,28].

In all of the experiments described below, the encoding map consists of two layers with 128
ReLU neurons each, following by a layer of 5 linear neurons. In addition, for simplicity we use a
simple homoscedastic noise model: Σθ(x) = σ2I, where σ2 is a parameter the sets the scale of the
noise variance. This noise model permits us to rewrite the MI bound of Equation (10) in terms of the
following simple expression,

Îθ(X; M) = − 1
N ∑

i
log

1
N ∑

j
e−

1
2σ2 ‖ fθ(xi)− fθ(xj)‖2

2 . (16)

For purposes of comparison, we use this same homoscedastic noise model for both nonlinear IB and
for VIB (note that the original VIB paper [24] used a heteroscedastic noise model; investigating the
performance of nonlinear IB with heteroscedastic noise remains for future work).

In our runs, the noise parameter σ2 was one of the trainable parameters in θ. The initial value of
σ2 should be chosen with some care. If the initial σ2 is too small, the Gaussian components that make
up the mixture distribution of M will be many standard deviations away from each other and Îθ(X; M)

(as well as I(X; M)) will be exponentially close to the constant log N [35]. In this case, the gradient of
the compression term Îθ(X; M) with respect to θ will also be exponentially small, and the optimizer
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will not be able to learn to compress. On the other hand, when σ2 is too large, the resulting noise can
swamp gradient information arising from the accuracy (cross-entropy) term, cause the optimizer to
collapse to a “trivial” maximally-compressed model in which I(X; M) ≈ I(Y; M) ≈ 0. Nonetheless,
the optimization is robust to several orders of magnitude of variation of the initial value of σ2. In the
experiments below, we uses the initial value σ2 = 1, which works sufficiently well in practice. (Note
that the scale of the noise can also be trained by changing the parameters of the 5-neuron linear layer;
thus, in our neural network architecture, having a trainable σ2 is not strictly necessary.)

To implement the decoding map Pφ(y|m), the bottleneck layer states are passed through
several deterministic neural network layers with parameters φ. In the experiments described below,
the decoding map is implemented with a single layer with 128 ReLU neurons, followed by a linear
output layer. The log decoding probability (log Pφ(y|m)) is then evaluated using the network output
and an appropriately-chosen cost function: cross-entropy loss of the softmax of the output for
classification, and mean squared error (MSE) of the output for regression.

In the experiments below, we use nonlinear IB to optimize the bound on the “squared-IB
Lagrangian”, Equation (13), rather than the bound on the IB Lagrangian, Equation (12). For comparison
purposes, we also optimize the following “squared” version of the VIB objective, Equation (15),

Lsq-VIB := EQθ(Y,M)

[
log Pφ(Y|M)

]
− β

[
DKL(Pθ(M|X)‖R(M))

]2. (17)

As in the original VIB paper, we take R(m) to be the standard Gaussian N (0, I). We found that
optimizing the squared-IB bounds, Equation (13) and Equation (17), produced quantitatively similar
results to optimizing Equation (12) and Equation (15), but was more numerically robust when exploring
the full range of the IB curve. For an explanation of why this occurs, see the discussion and analysis
in [32]. We report performance of nonlinear IB and VIB when optimizing bounds on the IB Lagrangian,
Equation (12) and Equation (15), in the Supplementary Material.

We use the Adam [55] optimizer with standard TensorFlow settings and mini-batches of size
256. To avoid over-fitting, we use early stopping: we split the training data into 80% actual training
data and 20% validation data; training is stopped once the objective on the validation dataset did not
improve for 50 epochs.

A TensorFlow implementation of our approach is provided at https://github.com/artemyk/
nonlinearIB. An independent PyTorch implementation is available at https://github.com/burklight/
nonlinear-IB-PyTorch.

4.2. Results

We report the performance of nonlinear IB on two different classification datasets (MNIST and
FashionMNIST) and one regression dataset (California housing prices). We also compare it with
the recently-proposed variational IB (VIB) method [24]. Here we focus purely on the ability of
these methods to optimize the IB objective on training and testing data. We leave for future work
comparisons of these methods in terms of adversarial robustness [24], detection of out-of-distribution
data [25], and other desirable characteristics that may emerge from IB training.

We optimize both the nonlinear IB (Equation (13)) and the VIB (Equation (17)) objectives for
different values of β, producing a series of models that explore the trade-off between compression and
prediction. We vary β ∈ [10−3, 2] for classification tasks and β ∈ [10−5, 2] for the regression task. These
ranges were chosen empirically so that the resulting models fully explore the IB curve.

To report our results, we use information plane (info-plane) diagrams [27], which visualize the
performance of different models in terms of the compression term (I(X; M), the x-axis) and the
prediction term (I(Y; M), the y-axis) both on training and testing data. For the info-plane diagrams,
we use Monte Carlo sampling to get an accurate estimate of I(X; M) terms. To estimate the I(Y; M) =

H(Y)− H(Y|M) term, we use two different approaches. For classification datasets, we approximate
H(Y) using the empirical entropy of the class labels in the dataset, and approximate the conditional

https://github.com/artemyk/nonlinearIB
https://github.com/artemyk/nonlinearIB
https://github.com/burklight/nonlinear-IB-PyTorch
https://github.com/burklight/nonlinear-IB-PyTorch
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entropy with the cross-entropy loss, H(Y|M) ≈ −EQθ(Y,M)

[
log Pφ(Y|M)

]
. Note that the resulting

MI estimate is an additive constant away from the cross-entropy loss. For the regression dataset, we
approximate H(Y) via the entropy of a Gaussian with variance Var(Y), and approximate H(Y|M) via
the entropy of a Gaussian with variance equal to the mean-squared-error. This results in the estimate
I(Y; M) ≈ 1

2 log(Var(Y)/MSE). Finally, we also use scatter plots to visualize the activity of the hidden
layer for models trained with different objectives.

We first consider the MNIST dataset of hand-drawn digits, which contains 60,000 training images
and 10,000 testing images. Each image is 28-by-28 pixels (784 total pixels, so X ∈ R784), and is classified
into 1 of 10 classes corresponding to the digit identity (Y ∈ {1, . . . , 10}).

The top row of Figure 1 shows I(Y; M) and I(X; M) values achieved by nonlinear IB and VIB on
the MNIST dataset. As can be seen, nonlinear IB achieves better prediction values at the same level of
compression than VIB, both on training and testing data. The difference is especially marked near the
“corner point” I(X; M) = I(Y; M) ≈ log 10 (which corresponds to maximal compression, given perfect
prediction), where nonlinear IB achieved ≈ 0.1 bits better prediction at the same compression level
(see also Table 1).
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Figure 1. Top row: Info-plane diagrams for nonlinear IB and variational IB (VIB) on the MNIST
training (left) and testing (right) data. The solid lines indicate means across five runs, shaded region
indicates the standard error of the mean. The black dashed line is the data-processing inequality bound
I(Y; M) ≤ I(X; M), the black dotted line indicates the value of I(Y; M) achieved by a baseline model
trained only to optimize cross-entropy. Bottom row: Principal component analysis (PCA) projection
of bottleneck layer activity (on testing data, no noise) for models trained with regular cross-entropy
loss (left), VIB (middle), and nonlinear IB (right) objectives. The location of the nonlinear IB and VIB
models shown in the bottom row is indicated with the green vertical line in the top right panel.

Further insight is provided by considering the bottleneck representations found when training with
nonlinear IB versus VIB versus regular cross-entropy loss. To visualize these bottleneck representations,
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we selected three models: a baseline model trained only to optimize cross-entropy loss, a model trained
with nonlinear IB, and a model trained with VIB (the latter two models were chosen to both have
I(X; M) ≈ log 10). We then measured the activity of their 5-neuron bottleneck hidden layer on the
testing dataset, projected down to two dimensions using principal component analysis (PCA). Figure
1 visualizes these two-dimensional projections for these three models, with colors indicating class
label (digit identity). Training with VIB and nonlinear IB objectives causes inputs corresponding to
different digits to fall into well-separated clusters, unlike training with cross-entropy loss. Moreover,
the clustering is particularly tight for nonlinear IB, meaning that the bottleneck states carry almost
no information about input vectors beyond class identity. Note that in this regime, where Gaussian
components are grouped into tightly separate clusters, our MI upper bound Îθ(X; M) becomes exact [35].

Table 1. Amount of prediction I(Y; M) achieved at compression level I(X; M) = log 10 for both
nonlinear IB and VIB.

Dataset Nonlinear IB VIB

MNIST Training 3.22 3.09
Testing 2.99 2.88

FashionMNIST Training 2.85 2.67
Testing 2.58 2.46

California housing Training 1.37 1.26
Testing 1.13 1.07

In the next experiment, we considered the recently-proposed FashionMNIST dataset. FashionMNIST
has the same structure as the MNIST dataset (28× 28 images grouped into 10 classes, with 60,000
training and 10,000 testing images). Instead of hand-written digits, however, FashionMNIST includes
images of clothes labeled with classes such as “Dress”, “Coat”, and “Sneaker”. This dataset was
designed as a drop-in replacement for MNIST which addresses the problem that MNIST is too easy
for modern machine learning (e.g., it is fairly straightforward to achieve ≈99% test accuracy on
MNIST) [56]. FashionMNIST is a more difficult dataset, with typical test accuracies of ≈90%–95%.

The top row Figure 2 shows I(Y; M) and I(X; M) values achieved by nonlinear IB and VIB on
the FashionMNIST dataset. Compared to VIB, nonlinear IB again achieves better prediction values at
the same level of compression, both on training and testing data. The difficulty of FashionMNIST is
evident in the fact that neither method gets very close to the corner point I(X; M) = I(Y; M) ≈ log 10.
Nonetheless, nonlinear IB performed better than VIB at a range of compression values, often extracting
≈ 0.15 additional bits of prediction at the same compression level (see also Table 1).

As for MNIST, we consider the bottleneck representations uncovered when training on
FashionMNIST with cross-entropy loss only versus nonlinear IB versus VIB (the latter two models
were chosen to have I(X; M) ≈ log 10). We measured the activity of the 5-neuron bottleneck layer
on the testing dataset, projected down to two dimensions using PCA. The bottom row of Figure 2
visualizes these two-dimensional projections for these three models, with colors indicating class label
(digit identity). It can again be seen that models trained with VIB and nonlinear IB map inputs into
separated clusters, but that the clusters are significantly tighter for nonlinear IB.
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Figure 2. Top row: Info-plane diagrams for nonlinear IB and VIB on the FashionMNIST dataset. Bottom
row: PCA projection of bottleneck layer activations for models trained only to optimize cross-entropy
(left), VIB (middle), and nonlinear IB (right) objectives. See caption of Figure 1 for details.

In our final experiment, we considered the California housing prices dataset. This is a regression
dataset based on the 1990 California census, originally published in [57] (we use the version distributed
with the scikit-learn package [58]). It consists of N = 20, 640 total samples, with one dependent
variable (the house price) and 8 independent variables (such as “longitude”, “latitude”, and “number
of rooms”). We used the log-transformed house price as the dependent variable Y (this made the
distribution of Y closer to a Gaussian). To prepare the training and testing data, we first dropped
992 samples in which the house price was equal to or greater than $500,000 (prices were clipped at
this upper value in the dataset, which distorted the distribution of the dependent variable). We then
randomly split the remaining samples into an 80% training and 20% testing dataset (the training
dataset was then further split into the actual training dataset and a validation dataset, see above).

The top row of Figure 3 shows I(Y; M) and I(X; M) values achieved by nonlinear IB and VIB
on the California housing prices dataset. Nonlinear IB achieves better prediction values at the same
level of compression than VIB, both on training and testing data (see also Table 1). As for the other
datasets, we also show the bottleneck representations uncovered when training on California housing
prices dataset with MSE loss only versus nonlinear IB versus VIB (the latter two models were chosen to
have I(X; M) ≈ log 10). The bottom row of Figure 3 visualizes the two-dimensional PCA projections
of bottleneck layer activity for these three models, with colors indicating the dependent variable
(log housing price). The bottleneck representations uncovered when training with MSE loss only
and when training with VIB were somewhat similar. Nonlinear IB, however, finds a different and
almost perfectly one-dimensional bottleneck representation. In fact, for the nonlinear IB model, the
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first principal component explains 99.8% of the variance in bottleneck layer activity on testing data.
For the models trained with MSE loss and VIB, the first principal component explains only 76.6%
and 69% of the variance, respectively. The one-dimensional representation uncovered by nonlinear
IB compresses away all information about the input vectors which is not relevant for predicting the
dependent variable.
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Figure 3. Top row: Information plane diagrams for nonlinear IB and VIB on the California housing
prices dataset. Bottom row: PCA projection of bottleneck layer activations for models trained only
to optimize mean squared error (MSE) (left), VIB (middle), and nonlinear IB (right) objectives. See
caption of Figure 1 for details.

We finish by presenting some of our numerical results in Table 1. In particular, we quantify the
amount of prediction, I(Y; M), achieved when training with nonlinear IB and VIB at the compression
level I(X; M) = log 10, for training and testing datasets of the three datasets considered above.
Nonlinear IB consistently achieves better prediction at a fixed level of compression.

5. Conclusions

We propose “nonlinear IB”, a method for exploring the information bottleneck [IB] trade-off curve
in a general setting. We allow the input and output variables to be discrete or continuous (though
we assume a continuous bottleneck variable). We also allow for arbitrary (e.g., non-Gaussian) joint
distributions over inputs and outputs and for non-linear encoding and decoding maps. We gain this
generality by exploiting a new tractable and differentiable bound on the IB objective.

We describe how to implement our method using off-the-shelf neural network software, and
apply it to several standard classification and regression problems. We find that nonlinear IB is able to
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effectively discover the tradeoff curve, and find solutions that are superior compared with competing
methods. We also find that the intermediate representations discovered by nonlinear IB have visibly
tighter clusters in the classification problems. In the regression problem, nonlinear IB discovers a
one-dimensional intermediate representation.

We have successfully demonstrated the ability of nonlinear IB to explore the IB curve. It is possible
that increased compression may lead to other benefits in supervised learning, such as improved
generalization performance or increased robustness to adversarial inputs. Exploring its efficacy in
these domains remains for future work.

Supplementary Materials: The following are available online at http://www.mdpi.com/1099-4300/21/12/1181/
s1: Figure S1: Performance of nonlinear IB and VIB when optimizing bounds on regular IB objective.
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